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The paper develops a dvnamic model of an interconnected multiprocessor
system. Problems to be solved enter the system and are successively processed
by different machines until a solution to the problem is achieved. A probabalistic
characterization of problem transaction between processors is assumed. A steady
state solution is determined which is then used in an optimization model to
determine capacities for processors. An application of this model to office
automation is presented.
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1. INTRODUCTION

Most of the work in the area of Decision Support Systems (DSS) has
concentrated on the development of micro models. i.c., models of a specific
DSS. For example in Stohr,”™' the framework for a DSS oriented to an
operation research environment was described. Generally, the micro
models tends to focus on the problem of one processor helping an individual
make a decision. Once the computerized system comes up with a solution.
the results are passed to the decision maker, who then proceeds to take
more action based on the information provided. Thus the typical DSS
framework does not formally include the individual decision maker as part
of the model and is thus generally limited to one processor.

The purpose of this paper is to focus on macro DSS issues. We will
describe a DSS consisting of interconnected problem processors that will
solve, over time. a series of problems. Specific problems are processed by
a succession of processors until a solution is achieved. A dynamic model
describing the behavior of this problem-solving system as a function of the
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capacity of each processor is presented. The steady state behavior of
system also depends on the capacity of the processors. In this we show
how to determine the optimal capacities to minimize the net cost of
operating the DSS.

The setting of an office provides an example of a typical integrated

decision-making environment.- Documents. requiring -various. types of

decisions are processed at workstations and passed on to another work.
station for further processing until final action is taken and the document
exits from the office. In this way, a network of workstations is produced.
This network may be studied for optimal output characteristics. Some
research has focused on bottleneck detection.® This paper proceeds further
by optimizing capacity at each workstation, according to economic consider-
ations and production possibilities. In this way, the bottleneck detection is
extended to overall optimization. For an overview of office system topics,
see Ref. 2.

2. GENERAL FORMULATION OF THE PROBLEM

Most research on distributed DSS has focused on either engineering
and synchronization problems or the practical development of office
machinery.””’ This has left a theoretical void in the optimization of such
systems, filled by a few papers on bottleneck detection. One example is
considered in Ref. 4. Part of the problem has been the complexity-of
modelling these systems in detail, and most research has focused on highly
detailed studies of human/processor interaction. When the complexity of
the synchronization is introduced. this level of detail makes a complete
solution intractable,

One alternative is to explore a less detailed description of a mulu
nrocessor environment. The particular example we employ uses the ter
minology of the office, however. it should be noted that the theor
developed herein does not concern the office per se, but is applicable to &
wide range of multiprocessor environments.

The multiprocessor network is a set of nodes, calied workstations, or
rust stations, linked by paths of communication. For example, in Fig. 1.
the Purchasing System of a firm links the firm departments via the docu-
ments that flow between departments. Workstations might also include
human decision-making or forecasting models. The term documents i
employed as a generic term and includes physical paper forms, electroni¢
mail, telephone calls and even real goods. ‘

The macroscopic view of the office permits averaging of the processlng
times and costs at each station. Thus the level of detail does not mcludc
individual document processing but only average processing rates,opiuo
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and times. In an office whose stations are largely homogeneous, this assump-
tion is innocuous, as enough similar documents flow through the system
so that the effects of any individual document are unimportant.

The office provides an excellent example of the macroscopic multi-
processor application, because duties at each workstation are relatively
homogeneous. Moreover, the office provides an application of considerable
ecoromic importance, because office systems permiate business applications
of machines. Thus the office provides an excellent setting for the model's

application.

Fig. 1. Purchasing department linkage.

3. CONSTRUCTION OF THE MODEL

The mode) of the DSS system consists of k& homogeneous document
processing units, called workstations. These stations are denoted S;, i =
1,....k. Each workstation S; has a capacity ¢, which affects the rate at
which documents are processed. At a given station, ¢, may be the number
of secretaries, clerks, bytes of RAM space. or floppy disk memory. At any
given time, let a; be the amount of available capacity, so that utilized
capacity is ¢; —a; =0. Each station will have documents being processed
and others awaiting processing in a queue; the number of these documents
at S; is P; and Q,, respectively.

When a document has been processed, it is either sent to another
workstation, or sent out of the system. The latter case includes destroved
documents. Define d;; so that d;P; is the number of documents which, on

|
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average, ﬂow from S t.o S; in one unit of time, given that P; documents are Table I. Definition of Symbols Used
in processing at ;. Similarly, define e; so that e;P; is the number of documents
which disappear from the system out of station §;. If documents are copied Symbol Interpretation
at ;. this rate may be subtracted from e;. Thus ¢; need not be positive. The s kstation i
rates documents move from §; are assumed to be linear in P; because we .. ‘;c;:acsit:;t::nsl i
expect processing activity to take place at a constant rate, Thus, if one N _a; unused capacity at §; j\b
doubles the number of documents being processed, we expect to double P, number of documents in processing at S; a BN
the rate they flow out. g Q: number of documents awaiting processing at §; P
Let r; be the rate at which documents flow to S; from external sources"* i pmbab?l?ty . documem‘?eaves St per'unit (')f'ﬁme :
other than other workstations. This can include d " €, probability a document is destroved per unit of time
. ude documents spontaneouslyx ) ri rate at which documents flow to S; from outside the system i ’
generated at §;, as long as these are not created from other documents at w; cost of capacity at §; Y
S; (e.g., efficiency reports). Documents created from other documents at vi imputed cost of the queue at S, i
S: can be considered as copies and are accounted for by e;. Let f; be the fi amount of capacity necessary to process one document at S; g
amount of capacity per document which is necessary, on average, to process b rate at which free capacity is taken vp 2t % :
a document at station S;. Assume capacity at S; has a cost w;, and that the '
size of the queue, Q, has an imputed cost v;. For future reference, these we may characterize the information flow problem by: s
definitions are summarized in Table I. T |
. ! ; . k k 1
1 3k dlﬂerentlfal equations determlnc? the values of Q;, P; and a;, i = Minimize Cost= Y (cw,)+ ¥ v; lim -J Q;dr (4)
..... k. To specify them, we must consider how quickly documents leave =l =1 T T
the gueue to 1 i
he l‘q’ be processed. This clearly depends only on Q; and a;. We subject to ¢y, ..., =0, il
shali assume the rate documents leave the queue is given by b:Qua.* Cf
If we let X represent dx/dt for any variable x and time ¢, we then have: where | t' ‘
, | X i
) .
. m — ;dt i
QI:rl—biQial+ Z djiP] (1) ll"mT'L Q’ g 1
i=1 H
' PR R glves the average size of Q. By the turnpike theorem,” * we may assume :
P =—¢P, -( ¥ dij)P; +5:Q.a, 2) that at some point P; = Q, =0. and hence replace this limit with a value |
- Q*. The existence of Q* depends on the possibility of stability of the ‘

system, which is guaranteed by Eqs. (1) and (2). If the ¢;’s are chosen too

q, =—f
.. ) . ' 12 - small, then the size of Q, will diverge, but this would not minimize Eq. (4}.
rauations (1-3) follow from the definitions of the variables used. It is important for the application of this theory to find Q% and analogously,
_ P*. By Egs. (1}, (2) and the turnpike theorem, we have:
<. OPTIMAL DOCUMENT PROCESSING ' k : |
b(Q¥a)=r.+ T diPY (5) ek

We assumed that capacity ¢; has per unit cost w, and that the queues 1=1

carrv an imputed cost v;. Assuming these are the only costs of the system, and
) ) DR
It 1s reasonable to assume that if excess capacity it is utilized i d, u
s pacity is doubled, the rate it is utilized is doubled, oy y=eP*+ Y *
s , _ _ (Q%a)=eP*+ T dP* 6
iorcing Fhe rate tng queue is depleted to be linear in a;. It is less obvious how Q; -should bi(Q ‘) o ,:1 ”P' ( )
enter this formulation. The expression chosen is a first-order approximation of more geners)
ones. In addition. it may be justified by assuming that the rate at which processing agents .. Therefore, by Eqgs. (5) and (6):

at a workstation come nto contact with a document in the queue depends on the Slu
the queue. This amounts to saving that the more documents available for processml,"‘ih
guicker unutilized capacity will be connected to the document. :

PT(E, (dz')> —rl+ Z d"P*
y=1
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Letting . 4
P '
Pr=| |, di=(di....dw)
Pyl
ek e )
rifei+ ¥ dij .
S . 1
F: R P = d'_’ )
k e;-+z;(=1 dij ‘.‘:.'fﬁ
re/ex+ Y d Y
j=1 oAy
we have: e
* _ f,"+'diP* n
' +¥ ) dy
Therefore if
a,
5| :
\d, !
d_1 M P*
Pr=F+| - =7+ DP* N
di - P*
Thus (I - DYP* = F and if (T — D) is invertible. and 8, =0 i=/
/———-————r%
er+ Y dy
: d. -1 . ®)
- '__' )-: ..—-————-—————” .
pr=(-D) ' ((6,, e d,-,)) :
Tk

k
e+ 2i=1dkj

Thus. P* has been calculated in terms of d;;, r;, e;, constants of the system.
{115 realistic to assume d,; = 0. that is, station i does not transfer documents
1o itself. w
We know that (¢; — a;) = f,P;, because f; is the amount of capacity per
document (this follows from Eg. (3)). As a resuit: 5
Cz-ai":fip* (9)
and by Eq. (5):
. 4 Tk _p¥ "

1 1d,,P, KIO)

sz*rr sf =

’ bilc —fin)
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Thus Eq. (4) may be restated as:
k k
Min E ciw,; + Z U,‘O’,‘k

I 1=1 i=1

First order conditions yield:

Therefore, since
ﬁz _n +ZJ,'(=1 diiPT (¢ __fipahvl
E)C,- b,

Therefore

l’:(rz‘Lv:\'—r‘ duP’F\ =
c = — + 1P . (11}
hw,

Equation (11) provides the optimum capacities ¢; at each station. 1t is
interesting to observe from Eq. (8) that the number of documents in
processing is, on average, invariant to the processing capacity.

Equation (11) has a sensible interpretation, i.c.. ¢ —f,P¥ = a, the excess
capacity. Reformulating Eq. (11}, using Eq. (10), we have:

v,Q; = aw, (12}

This suggests that the cost of the queue equals the cost of available capacity
noting that the differential relationships are linear.

5. ESTIMATION PROCEDURE

We have seen that under the hypothesis of nonsingularity of (/ -D.
the model produces well-defined coefficients for P*. Q™ and a ™ as afunction
of dy. en 1y €, f; and b, We expect thal, examination of actual operating
svstems will provide estimates of P.. Q.. c,, ¢. — a;(utilization of capacity), r.
¢, and f; (processing time spent on one document). In addition, w; is directly
observable as it is oniv a price. This leaves d,,. b, and v,. Because d,; is the
rate (probability} that documents leave S; for §;. (1/d;;) 1s the expected
length of time a document headed for §; remains in state P, and is hence
observable. This unfortunately means that the inverse of d;; is estimated
empirically (by averaging). This is unfortunate, as E(1/x)>[1/E(x)] for
nondegenerate distributions of x. Assumptions on distribution of processing
times on documents could allow for a consistent estimation of d,;, but we
will merely assume the estimate of d; by observing the average 1/d; is
reasonable. Equation (10) can be used to estimate b,.
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The variable v, is the imputed cost of Q, and is not directly observable!
Consequently, this model could be used to calculate the values v; and thus
provide evidence on the value that the office manager places on the different
gueue sizes. It is not to be expected that the v;’s will be equal, as different
queues have differing importance to the firm. By Eq. (11), we note that

the optimal ¢; does not depend on v; for j #i. Thus, if some relationship——

on some subset of the v;’s is plausible, for example, it may be expected
that v, = v, for some i and j, then the efficiency of the office or applicability
of the model may be tested. This occurs because the model will predict
the relationship between ¢; and ¢; as a function of the relationship of v,
and v;, and consequently this relationship is testable. The model also
predicts that ¢; is linear in (w,-)_l/z. Because w; (the price of ¢;) and ¢; are
observable, another test of the model’s applicability would be a regression
on ¢; and w;'?. Unfortunately, the lack of such a relationship does not
necessarily discredit the model, but might merely indicate information
problems or inefficiency.

Finally, Eq. (12) provides a simple way of associating the value imputed
to shortening the queue. The total cost of excess capacity at S; equals the
imputed cost of the queue. Thus, a simple rule permits the firm to evaluate
if it is not spending the right amount at S,. If the cost of the queue appears
to be less than the cost of the excess capacity available in the system, then
the firm is spending too much, and conversely. This is such a simple rule
of thumb that it may be useful in actual situations.

6. CONCLUSION

This paper develops a macro-scaled model of an office information
svstem, and solves for the optimal capacities of each workstation. The
*heory 1s applicable to a wide varietv of decision support systems beyond
tne ofiice modei explicitlv considered.

A similar approach is used by Ladd and Tsichritzis,' in the sense that
average document flow is examined in a directed graph. They proceed to
detect bottlenecks in the svstem. The problem with this is that the existence
¢1 a bottleneck in a DSS svstem does not indicate suboptimal planning.
Indeed. if there are no queues at all, it is likely that too much capacity has
been used. For this reason. we considered optimizing the capacity at each
station. given a capacity cost and an imputed cost to queues. '

A number of possible extensions of this paper are possible. First, w¢
have not considered the impact of peak loads on the system. A more
complete treatment would permit stochastic variation in the inputs t0 the
svstem and in the processing times. and optimize capacity given this. ;1:};3
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difficulty here is that the objective function of the decision maker is hard
to specify except in an ad hoc fashion.

Another extension would involve more general formulations of the
rate at which documents in the queue are transferred to processing. In
addition, some empirical investigation of DSS systems might suggest
different models of document processing that could then be fine tuned in
a way consistent to our approach. ‘
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